_ecture 6

» Average LRs & frequencies of site-like
seguences In background

 Relative entropies (average LLRS)

 Sequence logos



Average likelihood ratios

» average LR (for sites) = average spacing between
occurrences of ‘site-like’ sequences In background

* So e.g. for 3’ splice sites

— If the average LR is 1000, then one expects ‘splice-site-
like’ sequences to occur on average once per kb In
background sequence

— N.B. This says nothing about the frequency of actual
splice sites! (which could be greater or smaller than 1
per kb), and so doesn’t by itself provide the probability
that an apparent splice site Is an actual site.



“Proof” :

 Notation
— S = seqs of length n, P = site prob dist’n, Q = bkgd dist’n
— T = “site-like’ sequences: s for which P(s) >> Q(s)
« Assume ‘most’ site sequences are in T
« Simplest case: a unique site sequence s. Then
—P(s) =1
— LR(s) =1/ Q(s) = avg spacing between occurrences of s



» More generally:
(weighted) avg LR = 2, _P(s) (P(s) / Q(s))
~1/2,.P(s) (Q(s) / P(s))
(‘Avg of reciprocals = reciprocal of avg’ — true If the
P(s) / Q(s) have similar sizes)
=1/%2,_{Q(s)
= avg spacing (in bkgd) between segs in T. QED

» Have exact equality only when all site sequences
have the same LR



 Similar intuition — made mathematically precise —
underlies Karlin-Altschul theory (for BLAST scores)

— Query = cluster of (overlapping) ‘sites’, of varying lengths
— Database = ‘genome’

— K-A showed any ‘reasonable’ scoring scheme for alignments 1s
rescalable to LLR

— Look for matches (= ‘site-like’ sequences in database) for which
the corresponding LR is much bigger than the size of the
database*, so unlikely to be a chance match to background

« *Actually, the product of the query & database sizes, to correct for
multiple testing



Relative Entropy

* The relative entropy or Kullback-Leibler distance
for two dist’'ns Pand Q on S is

Dy(P || Q) = Z,P(s)l0g,(P(s) / Q(s))
(the expected value of the loglikelihood ratio).

— 1f P(s) = 0, set corresponding term =0
—1fP(s) =0 but Q(s) =0, D,(P || Q) Is taken to be +oo.
By the Information inequality, D, (P || Q) =0,
with equality only If P = Q.
* In general

Dy(P || Q) # Dyp(Q || P)



Entropy

» The information theoretic entropy
— or Shannon entropy

of a probability space (S,P) is

Hy(P) = ZsP(8)109,(1/P(s)) = —ZssP(8)10g,(P(s))

— Terms with P(s)=0areset=0
— We usually take b = 2

 1n which case entropy i1s in “bits”
« H(P)>0
* because each term P(s)log,(1/P(s)) = 0
H,(P) = 0 only for trivial dist’n concentrated in single point



 Intuitively, the entropy measures how “spread out”
the probability distribution is.

— for P(s) close to O, or to 1, P(s)log,(1/P(s)) is close to O.



 For site dist’n P and background dist’n Q,

D(P||Q) = ZP(S) Z (log (P](S])) — log (Qj(sj))) independence

SES 1<j=n assumption
= z z P(s)(log (P] (sj)) — log (Qj (Sj))) summation order
1<js<n s€S

— Z Z Z P(s) (log(Pj(T))—log (Qj(r))) gﬁiﬁiggs%c:n

1sjsnreAs|s;=r

z z (z P(s) ) (log(Bi(r)) —log(Q;(r))) fctoringout

1<jsnreA  s|s;=r

D, 2. Fos(5) - log (0,0) o

1<jsnreA

= > Dl



Weight Matrix — 3’ Splice Sites

SITE FREQUENCIES:

A

H @ O

0.400 0.429 0.282
0.118 0.079 0.081
0.072 0.070 0.063
0.409 0.422 0.574

0.058
0.029
0.018
0.896

BACKGROUND FREQUENCIES:

A 0.321 0.321 0.321
c 0.179 0.179 0.179
G 0.179 0.179 0.179
T 0.321 0.321 0.321
WEIGHTS:

A 0.32 0.42 -0.18
C -0.60 -1.18 -1.15
G -1.31 -1.35 -1.51
T 0.35 0.39 0.84

0.321
0.179
0.179
0.321

-2.46
-2.64
-3.35

1.48

(C. elegans)

.008
.016
.005
971

o O O o

.321
.179
.179
.321

o O O o

-5.29
-3.51
-5.23

1.60

.092
.135
.073
.700

o O O o

.321
.179
.179
.321

o O O O

-1.79
-0.41
-1.30

1.12

.029
.834
.001
.135

o O O o

.321
.179
.179
.321

O O O o

-3.45
2.22
-6.93

.000
.000
.000
.000

oOoor

.321
.179
.179
.321

O O O O

1.64

-99.00
-99.00

.000
.000
.000
.000

o R OO

.321
.179
.179
.321

o O O O

-99.00
-99.00
2.48

-1.24 -99.00 -99.00

.410
.156
.310
.124

O O O o

.321
.179
.179
.321

o O O O

0.36
-0.20
0.79
-1.37

.293
.187
.159
.361

o O o o

.321
.179
.179
.321

o O O O

-0.13
0.06
-0.17
0.17

.307
.225
.191
.276

O O O o

.321
.179
.179
.321

o O O o

-0.06
0.33
0.10

-0.22
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WEIGHTS:

A 0.32
C -0.60 -
G -1.31 -
T 0.35

0.42
1.18
1.35
0.39

-0.18
-1.15
-1.51

0.84

-2.

-2

-3.

1

Position-specific Relative

0.11

e.g. 0.11 =

0.16

.400 (.32) + .118 (-.60) + .072 (-1.

0.24

1

46 -5.29
.64 -3.51
35 -5.23
.48 1.60
Entropy:

.05 1.43

.79
.41
.30
.12

.47

.22
.93
.24

.57

.64
-99.
-99.
-99.

00
00
00

.64

-99.
-99.

-99.

.48

31) + .409 (.35)

Total Relative Entropy (Sum of position-specific values)

9.35

.19

.01

11

.33
.10
.22

.01



Position-Specific Relative Entropy:
3’ Splice Sites

3 bits

2 bits

branch site

1 bit
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* Note that D(P || Q) Is the mean of site score
distribution

I.e. the sum, over sequences, of prob of seq times its LLR
score.
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Predicted vs. Observed Distributions

(3’ site model): fEmeéLSu;es_
Relative entropy: 10.85 bits
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« Similarly,

Dy(Q || P) = Zs5Q(8)10g,(Q(s) / P(8))
= - Zs.sQ(8)log,,(P(s) / Q(s))

= negative of the mean of the dist’n of the LLR
scores 1n background sequence (the “null
distribution”);

— but must eliminate s for which P(s) = 0.
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Predicted vs. Observed Distributions
(3’ site model):
(Simulated) Randpom Independent
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» Note pos-specific relative entropy always > 0
= 0 only If site freqs exactly equal backgd freqgs.

 will rarely happen, even far from site (when we’re 1n

backgd).
 So rel entropy increases indefinitely as window
Size Increases
— even when no biological information being added.

 For large enough window get spuriously clean
score separation between training seqgs and other

segs
— overfitting.
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Sequence Logos
Schneider and Stephens (NAR 18, 6097-6100, 1990)- see

At i!" position, each residue r gets height
Pi(rD(P; || Q)
Schneider

— takes Q; to be the equal-frequency model
— subtracts small-sample correction from D(P; || Q;)

Gorodkin, Heyer, Brunak and Stormo (CABIO 13, 583-
586, 1997)

— use unequal frequency Q;

— allow for gaps

— take height either proportional to P;(r) (as above) or to
P.(r)/ Qi(r), letter upside down if P;(r) < Q;(r).
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

From
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TAT il By TAT
T T ol By ol By
il By il By
TrATT T T T eI
T™TAT ol By il Bl By
il By T il By ol By
T.AT ol By
T™rAT ol Rl By T il By
ol By ol By T e
ol By TG
il Bl By T T il By
TrAT il By

12 L.ambda ¢l and cro binding sites

Fig. 1. Sonme aligrred secquences and their secquence logo. At the top of the figure are listed the

12 DMNA secquences from the P and Pg control regions in bactericphage lambda. These are bound by
both the ¢l and cro proteins [16]. Each even numbered secqquence is the complenrent of the preceding
odd numbered secquence. The sequence logo, described in detail in the text, is at the bottom of the
figure. The cosine wave is positioned to indicate that a minor groove faces the center of each
symmetrical protein. Data vwhich support this assignment are given in reference [17].
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

from http://www.dna-dna.net/

from http://gibk26.bse.kyutech.ac.jp
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1Z Lambda ¢l and cro bindin g sites
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

From

Pattern at T7 RNA polymerase binding sites

Pattern required by T7 RNA polymerase to funcdon
iy
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

From

E. coli Ribosome binding sites

rels
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

From

1035 E. coli Ribosome binding sites listed in the Miller book
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

From

Thi= fiqure shows teo sequence logos ¥ which repre sent sequence comserwation at

the S idornor ) and S faccepibriencks of humani s, The regon betewesen the

bBlack wvertical bars is remowed curing m RS splicing. The logos gragpphical by
demonstaie ttaetmost of e patbe ) for locating te inron encks re sicdes on e

irmron. This allows more cocdom CI“I:IICES in te proteircoding exors. The logos alsa
show & common pattern YCA5 | GT 5 which suggests fhat e meckhanisms fhatrecoomize
e two ends of e intron had & common ancestor . See R k. Steplerns arnd T. D
Schireicer, 'Features of spliceosomes exolution arnd function irnferred fom an anal vsis

af the infofmadon at ko mae sHlice sites™, J. Mo . Bid , 225, 1 124—1 13, (1992

O — exXon

—rTT-l—-I-T'I_I‘TTT T
acceptor

32— exon
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

Position-Specific Relative Entropy:
C. elegans 5’ Splice Sites

3 bits

2 bits

1 bit




Position-Specific Relative Entropy:
3’ Splice Sites
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Aligned Globin Sequences
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http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

From

!
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Logo of Gibbs Block D (Tc¢l) 9 sequences

29


http://www-lmmb.ncifcrf.gov/~toms/sequencelogo.html

