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A general definition of HMM



Forward variables



Backward variables



What can we learn from the forward and 
backward variables?
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What can we learn from the forward and 
backward variables?
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What can we learn from the forward and 
backward variables?
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HW8 - Baum-Welch Algorithm

1. Use the forward algorithm to calculate the forward probabilities for the 
HMM.


2. Use the backward algorithm to calculate the backward probabilities for the 
HMM. 


3. Re-estimate transition, emission, and initial probabilities by calculating the 
expected number of each edge type


4. Calculate the new log likelihood of the model (the likelihood of our 
observations given our re-tuned model)


5. Repeat until the change in log likelihood is smaller than a given threshold or 
when a maximum number of iterations is passed.

Baum–Welch is an expectation-maximization algorithm that uses the forward–backward algorithm.



Reestimation for parameters


