
Genome 540 Discussion

Conor Camplisson

January 10th, 2023



Outline

• Related topics
• Information content

• Compression

• Burrows-Wheeler transform

• Homework #1 questions



Outline

• Related topics
• Information content

• Compression

• Burrows-Wheeler transform

• Homework #1 questions



Information Content



Information Theory

sending information over a noisy channel



Information Theory
sending information over a noisy channel

Claude Shannon

Harry Nyquist
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Data compression

• Compression – pressing something into a smaller space, increasing its 

density

• Data compression – storing information (or a close approximation) with a 

higher information density, occupying less space

• Compression algorithms

• Lossy vs. lossless

• Tradeoffs, best algorithm depends on situation

• Applications to big data: images, audio, videos, machine learning, genetics

https://en.wikipedia.org/wiki/Data_compression

https://en.wikipedia.org/wiki/Data_compression
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Data compression - repetition

• Degree of compression depends on the raw data and algorithm used

• In general, repetitive data is more compressible



9

Burrows-wheeler transform

https://en.wikipedia.org/wiki/Burrows%E2%80%93Wheeler_transform

• Results in same-character runs (repetitive)

• Reversible (useful in lossless compression)

• Efficient suffix-array based implementation • Sequence alignment
• BWA = Burrows-Wheeler Alignment tool

• Bowtie uses Burrows-Wheeler indexing

• Compression of genomic databases

• Sequence prediction

• Image compression

Applications

https://en.wikipedia.org/wiki/Burrows%E2%80%93Wheeler_transform
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HW1 input FASTA files

• Assume each file has exactly one header line

• The header line begins with “>”

• Non-alphabetic characters

• Exclude the header line

• Exclude white space (e.g. spaces)

• Include only digits from seq position numbers

• Convert nucleotide sequences to upper case
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IUPAC Nucleotide ambiguity code

https://droog.gs.washington.edu/parc/images/iupac.html

• Useful in general

• Suffix array approach

• Exact matches only

• In HW1

• Shouldn’t come up

https://droog.gs.washington.edu/parc/images/iupac.html
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Structs & pointers

• For HW1 can use integers or explicit pointers

• Struct members can be values or pointers

• More info and examples

https://aticleworld.com/pointers-as-member-of-structure-in-c/

https://aticleworld.com/pointers-as-member-of-structure-in-c/
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“Number of match strings”

• If there are several different perfectly repeated 

subsequences of the same maximum length, find all of 

them. 

• If a longest subsequence is present multiple times in 

either sequence, please report all locations of the 

subsequence.

HW1 Example Template
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Edge cases

• If run on 1 & 2

• Program runs as usual

• searches both strands!

• If run on 1 & 3

• No match!

Don’t need to handle no-match edge case for HW1

Good to think about edge cases while programming!
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Idea: tracking match length during sort (?)

Idea: 

To speed up the algorithm by computing the longest matching string during the sort (since you 

would be checking the nearest neighbors during the sort anyways)

Why it likely slows down, rather than speeds up – low-level implementation details:

“Yes, you'd save some time at the end step (passing through the sorted list), but at the cost of 

extra time per comparison that almost certainly would outweigh it. As I mentioned in the lecture, 

cache misses (memory accesses outside of cache) are actually the main time cost in the suffix 

array method. In your suggested method you need to save information regarding the best match 

lengths seen thus far for each suffix which takes a fair amount of memory (8N bytes or so, if N is 

the sequence length), and accessing that will cause a lot of cache misses, potentially one for each 

comparison. That's potentially NlogN extra cache misses (in addition to the ones for accessing 

the sequence). You would save some cache misses at the final step (passing through the sorted 

list), because you'd no longer have to retrieve the sequences to know how long their match to the 

neighbor is, since you've saved that. But that's only N cache misses. So you're potentially adding 

NlogN cache misses to save potentially N cache misses, a net loss.” -Phil



…
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